


THE WAY HEALTHCARE 
MAKES DECISIONS IS 

CHANGING 
 

● Evolving Statistical Models 
● Real-time Inference 
● More Diverse Datasets 

Presenter
Presentation Notes
The businesses that learn to make better decisions sooner will win. 



FROM BI TO AI 
 

Superhuman accuracy  
in machine perception 

Presenter
Presentation Notes
We’re moving from big data, aggregates and dataviz to something different, from tallies to predictions. Something more powerful. AI that can tell you what’s in your data. AI that can tell you where it’s going. 



THE TOP TECH COMPANIES  
ARE POWERED BY AI 

 
● Google (Alphabet) 
● Facebook 
● Amazon 
● Microsoft 

 
 



THE REST WILL FOLLOW 



CONSIDER ALPHABET 
 

● Q2 2017 rev = $26B 
● Up 23% YoY (constant currency) 
● “Surge in mobile and video ad sales” 
● But why are ad sales surging? 
 
 

Presenter
Presentation Notes
Explain that they are predicting CTR for ads and placing the right ads in the right place to maximize CTR and therefore rev. So improvements in accuracy matter a lot, for the lives of businesses, and the lives of patients. 



 
Algorithms 

WHAT'S AI? 
 
 

Presenter
Presentation Notes
AI is just math and code, and we call that an algorithm. 



Algorithm: A City in Uzbekistan 
 
 

Presenter
Presentation Notes
AI is just algorithms. Algorithm means a method of computation. Here's where it comes from. The etymology of "algorithm": (n.) 1690s, "Arabic system of computation," from French algorithme, refashioned (under mistaken connection with Greek arithmos "number") from Old French algorisme "the Arabic numeral system" (13c.), from Medieval Latin algorismus, a mangled transliteration of Arabic al-Khwarizmi "native of Khwarazm" (modern Khiva in Uzbekistan), surname of the mathematician whose works introduced sophisticated mathematics to the West (see algebra). The earlier form in Middle English was algorism (early 13c.), from Old French. Meaning broadened to any method of computation; from mid-20c. especially with reference to computing.



Medieval Movement of Math 
 
 

Presenter
Presentation Notes
This is 9th-10th century.



WHAT'S AI? 
 
 

Algorithms 
= 

Math & Code 

Presenter
Presentation Notes
A method of computation. A form of mathematical calculation. We run it through a mathematical machine that takes inputs and spits back outputs. We transform inputs, just like a meat grinder or a pasta maker. But here, the input is raw data, and the output is meaning. 




WHAT'S AI? 
 
 

Algorithms 
= 

Math & Code 
DATA DECISIONS 

Presenter
Presentation Notes
AI makes decisions about data. At the highest level, AI is just math and code that produces decisions when exposed to data. 



Human Perception 
 
 

SENSATION MEANING 

Presenter
Presentation Notes
Haze of photons, etc.



Machine Perception 
 
 

DATA DECISIONS 

Presenter
Presentation Notes
Haze of photons, etc.



Prerequisite: Digitization 
 
 

NUMBERS 
BITS 
01001101 

ANALOG 
(REAL LIFE) 

Presenter
Presentation Notes
This is where life becomes bits, which are readable by computers. The life around us must be translated to numbers and stored on chips. Massive digitization led to the age of big data. We have stored much more information about the behavior of people and the natural world. 



WHAT'S AI? 
 
 

Algorithms 
= 

Math & Code 
DATA 
 
● Images/Video 
● Sound/Voice 
● Text 
● Time Series 

DECISIONS 
 
● Classification 

○ Name to face 
● Clustering 

○ Similarity 
● Predictions 
 
 

Presenter
Presentation Notes
AI makes decisions about data. At the highest level, AI is just math and code that produces decisions when exposed to data. 



Presenter
Presentation Notes
"Programming is telling a computer how to do something that you know yourself. If you want a computer to do something that you don't know how to do, you're in trouble."

In 1956, Arthur Samuel decided to teach a computer checkers so well that it would be able to beat him at the game. In 1962, the program beat the Connecticut state champion. Suddenly we had programs that could write themselves, that could improve themselves through exposure to the data. This is the dawn of machine learning. 





Presenter
Presentation Notes
Fast forward about 50 years, Geoff Hinton and his lab start to produce startlingly good results with a technique called deep learning, or deep learning nets, beating state of the art algorithms that had been constructed over 30 years in just a few weeks of training without expert input.



AI vs. ML vs. DL 
 
 

Presenter
Presentation Notes
They’re like Russian dolls.



 
  AI 

AI vs. ML vs. DL 
 
 

 
 ML  

DL 

Presenter
Presentation Notes
They are subsets of one another.



AI vs. ML vs. DL 
 
 

● Good old-fashioned AI is based on rules (non-ML AI) 
○ Rules tell a computer how to respond to different situations 
○ Called expert systems or rules engines 
○ Static 

● Machine learning 
○ ML algorithms adapt when exposed to new data  
○ Self-adjusting to improve performance on narrowly defined tasks  
○ Dynamic 

● Deep learning 
○ Computationally intensive  
○ Superhuman accuracy 
○ State of the art 



CAPABILITIES 

Presenter
Presentation Notes
60,000 downloads in November for DL4J. 100,000 for ND4J. 20% mo/mo user growth for Nov. 



It’s be hard to explain 
the difference between  

what’s easy and  
what’s virtually impossible. 

 
 

Presenter
Presentation Notes
Because it all seems like magic. 



What AI Isn’t 
 
 

Presenter
Presentation Notes
AI is not strong. 



Strong AI vs. Narrow AI 
 
 ● Can outperform humans on 

every task 
● Is embodied 
● Has sense of self 
● Seeks to maximize 

chances of survival, 
domination 

● Is able to increase its own 
intelligence 

● Solves one problem well 

Presenter
Presentation Notes
Thinking about strong AI is cocaine for technology geeks in Silicon Valley. It makes them excited and slightly paranoid. 



Super-human performance in Go, Texas  Hold‘em Image recognition and captioning 

Machine language trans lation Speech recognition and dialog sys tems  
25 

What AI Can Do 
 
 

Presenter
Presentation Notes
Machine learning can see, it can recognize images. It can hear and transcribe speech, and partially understand, which it does Alexa. It can beat humans at games, that it is can accomplish goals by performing complex tasks. It can read foreign languages and translate them. 



SKYPE TRANSLATE 



GOOGLE  
AUTO REPLY 



SELF-DRIVING CARS 

Presenter
Presentation Notes
Google’s self-driving car has more than a million miles on it without a collision. Tesla’s cars are able to be summoned by their drivers and have lower-level autonomy...



AUTONOMOUS DRONES 

Presenter
Presentation Notes
So we can save peoples’ lives or we can end them, as with many powerful technologies. 



AlphaGo = DL + RL 
 
 



Reinforcement Learning 
 
 



CONSTRAINTS 



TO BUILD AI  
YOU NEED 4 THINGS 

 

● Team 
● Tools 
● Data 
● Infrastructure 

 
 

Presenter
Presentation Notes
Without them, you can’t build AI. So in a sense, these are the limits of AI. The limits that you may face. 



Team 
 

● Data Scientists/ML specialists  
○ Analyze data, prototype models 

● Data Engineers 
○ Gather, move and store data 

● DevOps  
○ Maintain AI in production 



TOOLS 
 
WHAT DOES ENTERPRISE NEED? 
 

● Open-source (Linux, Hadoop) 
● Scalable, Containerized, Fast 
● Integrates With Existing Tech (JVM) 
● Cross-Team Solution (DevOps, Data Science) 
● General-Purpose, Customizable Framework 
 
 



DATA 
 

● Deep learning needs data to train on 
● That data must match the problem you 

want to solve 
● If you lack labeled data (e.g. face, 

name), a labeled data set can be built 
● The more, the better 

Presenter
Presentation Notes
Data is to AI what water is to a crop. You can’t grow AI without data, and it needs to be the right kind of data. 




INFRASTRUCTURE 
 

● AI sits on top of the big data stack 
● You need software that can gather, 

move and store data at scale 
● E.g. Hadoop, Spark, Kafka, 

Elasticsearch 
● And you need a hardware cluster for 

compute (GPUs will speed it up.) 



AI FOR 
HEALTHCARE 

Presenter
Presentation Notes
This technology has the potential to save lives, and greatly reduce healthcare costs, particularly in the developing world; this is where the needs are greatest. But also here in America. Fast computational diagnosis fixes a major problem, which is that there's a lack of medical expertise in the world. 



Presenter
Presentation Notes
You have big data. You’ve got quantity down. But the question is, do you have quality. Everybody thinks their data is above average, and half of them are wrong. 







Presenter
Presentation Notes
I’m not going to get into who deep recurrent neural networks actually work, but if you zoomed in on just a few of their neurons, it would look roughly like this...





Presenter
Presentation Notes
The first result took months to build. The second took just weeks. It was built by an undergrad with no knowledge of the domain, and it came within a hair’s breath of the SOTA.
Physionet gives us a dataset we can use to train our algorithms on. 
It's used to predict in-hospital mortality for critically ill patients in the ICU, where death is the primary outcome you want to predict. so you want to know, so patient live or die. 
people have been working on this for decades. it's laborious. 
--not sufficiently discriminative to make individual patient predictions. 
--old models are good at predicting averages. model can get 10% aggregate right.
--limited to static features. can't take advantage of changes. 
--mostly we try to predict at time of admission. sentinal time points. 12h after admission. 
--people are looking for better risk models.
--how do good predictions matter to the staff - track and trigger.
--real-time risk model. you can have a medical SWAT team, a group of specialists. when these early-warning triggers happen, the SWAT team comes in to take over care for highest-risk patients. 
-- if you can predict, then you intervene. 




Presenter
Presentation Notes
With CT scans, we can find new indicators of tumors, generate new science to help doctors diagnose better



FUZHOU: NAT’L HEALTHCARE 
BIG DATA CENTER 

Presenter
Presentation Notes
They are giving us 80 exabytes of medical images that we can use to diagnose fatty liver disease. Here’s the thing about China. It’s like Texas. Everything is bigger there. So when they have an aging problem, it affects hundreds of millions of people. And China, like most countries, simply doesn’t have the doctors to deal with those needs. The WEF estimates that there’s a 10x to 20x gap in the number of doctors needed in the developing world. And it would take us 300 years years to train that many doctors. So for many, using AI to produce make better diagnostics more widely available may be the only solution. 



WARNING  
& CALL TO ARMS 

Presenter
Presentation Notes
In 2012, right after Daphne Koeller had left her work on medical research at Stanford to join Coursera, she issued a warning. And the warning was: We’re not being careful enough about our data in healthcare. It’s not enough to just gather a bunch and hope that we can analyze it later. 
if hospitals and clinicians made sure they were capturing the data that's actually relevant for the problem that they care about. tighten up your data gathering. tap your streaming vital signs instead of hourly vitals. 
--record the clinical form - what was wrong with the patient and when were the diagnosed with it. We’re talking about data alignment. 



SKYMIND’S STORY 



FOUNDERS (YC W16) 

Deep learning @GalvanizeU 
• Author: O’Reilly’s “Deep learning: A 

Practitioner’s Guide” Mar. 2016 
• Speaker: Hadoop Summit, OSCon, Tech 

Planet, GigaOM 
• 3x startup founder 
• CS/Biz @Michigan Tech 
 

ADAM GIBSON, CTO CHRIS NICHOLSON, CEO 

Sequoia’s FutureAdvisor 
• As a recruiter: Helped triple team  

through Series B to 45 staff  
• As PR: Helped drive 45x rev. and AUM growth 

($650M in June 2015) 
• New York Times correspondent covering tech, 

M&A: 2006-2011 



Adam Chris 
Hacker 
House 

Skymind circa 2013 

Presenter
Presentation Notes
60,000 downloads in November for DL4J. 100,000 for ND4J. 20% mo/mo user growth for Nov. 



Founded  2014 
Funding  $6.3M  
Cl ient s   14 Ent erprises 

3,500 GH Forks, 7,100 St ars 
300,000+ DL4J downloads/ mo. 

Team   ~35; most ly engineers; 6 
PhDs 

COMPANY OVERVIEW 
 
 



●Red Hat  f or AI 
● Cust om deep learning solut ions  

f or Fort une 2000 corporat ions and government s  
using open- source sof t w are 

● A commercial ly support ed ent erpr ise dist r ibut ion of  
open- source sof t w are 

BUSINESS MODEL 
  



 
Services (Proof  of  Concept ) 

Cust om deep learning model built  by Skymind. 
 

Training 
Corporat e deep learning workshops led by a Skymind inst ruct or. 
 

Support  
Ongoing model support  and maint enance.  

WHAT WE SELL 
 
 



Deeplearning4j    
Build, t rain, and deploy neural 
net works on JVM 
 
RL4J   
Reinforcement  learning 
algorit hms on JVM 
 
ND4J  
High performance l inear algebra 
CPU and GPU libraries 
 
 

SKYMIND TOOLS 
 

Arbit er    
Hyp e rp a ram e t e r s e a rch  for op t im izing 
ne ura l ne t w orks  
 
Dat aVec   
Da t a  inge s t ion , norm a liza t ion , and  
ve c t oriza t ion  
 
Model  Import  
Im p ort  and  d e p loy ne ura l ne t w orks  
t ra ine d  in  Ca ffe , Ke ras , Te ns orFlow  & 
The ano 



help@skymind.io 
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Services (Proof of Concept)
Custom deep learning model built by Skymind.

Training
Corporate deep learning workshops led by a Skymind instructor.

Support
Ongoing model support and maintenance. 
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